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Eye movements

We expected that participants in the counterfactual and 
causal conditions would engage more in counterfactual 
simulation than would participants in the outcome con-
dition. To test this prediction, we analyzed participants’ 
eye movements in two complementary ways.4 First, we 
discuss the results of a static analysis that classified 
where participants looked on the screen up until the 
time at which balls A and B collided. Second, we show 
the results of a dynamic analysis that used a probabilistic 
model to classify participants’ gaze position on the 
screen at each point in time. The static analysis had the 
advantage that it was simple and required few assump-
tions to classify participants’ looks. The dynamic analy-
sis allowed us to classify where participants looked at 
any given moment and provides a more fine-grained 
view of what participants were attending to over time. 
However, the dynamic analysis contained a number of 
free parameters and thus required us to make more 
assumptions about how the data were generated.

Static analysis: saccades prior to collision.  In this 
analysis, we focused on the endpoints of saccades. We 
defined a saccade as an eye movement with velocity 
greater than 22°/s and acceleration exceeding 4000°/sec2. 
We classified a saccade as counterfactual if its endpoint 
was at least 50 pixels to the left of the point at which the 
two balls collided and within 100 pixels of the path that 

ball B would have taken if ball A had not been present in 
the scene. We refer to the rest of the saccades simply as 
other saccades.

We constrained our analysis to saccades that were 
made before the two balls collided because without 
taking into account the temporal dynamics of the 
clip, it was unclear whether later saccades along ball 
B’s counterfactual path were indeed counterfactual 
saccades to ball B or simply saccades directed at ball 
A’s current location. Figure 3 shows all participants’ 
saccades for Clip 10 (top) and Clip 4 (bottom) prior 
to the collision; results are separated by condition 
and aggregated over both instances in which each 
participant saw each clip. For these clips, the per-
centage of counterfactual saccades was much greater 
in the counterfactual and causal conditions than in 
the outcome condition. Across the 18 test clips, the 
percentage of counterfactual saccades differed sig-
nificantly between conditions, χ2(2, N = 30) = 302.49, 
p < .001. Participants in the causal condition (M = 
23%, SD = 11.24) and the counterfactual condition 
(M = 22%, SD = 9.75) made more counterfactual sac-
cades than did participants in the outcome condition 
(M = 6%, SD = 4.78), β = −1.76, p < .001, and β = 
−1.78, p < .001, respectively. There was no evidence 
for a difference between the counterfactual and 
causal conditions, β = 0.02, p > .250.

Note that because we are focusing on saccades  
that were made prior to the collision, what we call 

Fig. 3.  Endpoints of saccades that were made before the two balls collided in Clip 10 (top) and Clip 4 (bottom). The plot for each 
condition (counterfactual, causal, and outcome) includes the endpoints of all 10 participants’ saccades from the two trials on which 
each participant saw the clip. The key at the top of each plot indicates the percentage of each type of saccade.
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counterfactual saccades are strictly speaking saccades 
to ball B’s position in a future hypothetical situation. 
These saccades indicate participants’ attempts to simu-
late prospectively where ball B would go if ball A were 
not present in the scene (rather than to retrospectively 
simulate, after the balls collided, where ball B would 
have gone had A not been present). We return to this 
point in the General Discussion.

Dynamic analysis: hidden Markov model of par-
ticipants’ looks.  In order to gain more insight into 
what participants were attending to, we implemented a 
hidden Markov model (HMM) that dynamically classified 
their eye movements.5 An HMM is a probabilistic model 
that specifies a hidden process that generates the observ-
able data. In our case, we observed the x and y coordi-
nates of participants’ gaze positions on the screen over 
time and inferred the sequence of different types of looks 
that each participant was making. At each point in time, 
a participant could simply have been looking at one of 
the balls or could have been trying to predict where a 
ball was going. The participant could also have been try-
ing to predict where one ball would go if the other ball 
had not been present in the scene. To classify partici-
pants’ eye movements, we defined seven different types 
of looks, which we describe here informally:

•• A look: gaze directed close to the actual posi-
tion of ball A

•• B look: gaze directed close to the actual posi-
tion of ball B

•• A prediction: gaze directed to where ball A 
will go

•• B prediction: gaze directed to where ball B 
will go

•• A counterfactual look: gaze directed to where 
ball A would go if ball B were not present in 
the scene

•• B counterfactual look: gaze directed to where 
ball B would go if ball A were not present in 
the scene

•• Other: gaze directed anywhere else on the 
screen

Figures 4a and 4b illustrate how a participant’s gaze 
while viewing Clip 4 would be classified at two differ-
ent time points (any gaze position outside the regions 
shown would be classified as “other”). For each pos-
sible gaze position on the screen, the HMM yielded a 
posterior probability over the different types of looks. 
Participants’ looks were classified in the same way for 
the three different conditions.

Figure 4c shows the probability of participants mak-
ing each type of look, separately for each condition 
and averaged across all clips. We analyzed participants’ 

gaze positions up until the time when the outcome 
event happened, that is, when ball B went through 
the gate or missed the gate by hitting one of the 
nearby walls. Again, we focused our analysis on the 
endpoints of saccades. We conducted a separate analy-
sis of variance for each type of look using a Bonfer-
roni-adjusted alpha level of .007 (α = .05/7). There 
was a marginally significant influence of experimental 
condition on the probability that participants looked 
at ball B, F(2, 27) = 5.59, p = .009, ηp

2 = .29. Experi-
mental condition significantly affected the probabili-
ties that participants looked predictively at where ball 
A would go, F(2, 27) = 6.46, p = .005, ηp

2 = .32, and 
that they made counterfactual looks to where ball B 
would have gone, F(2, 27) = 17.63, p < .001, ηp

2 = .57. 
None of the other types of looks were significantly 
affected by condition.

We used post hoc tests with Bonferroni-adjusted 
alpha levels of .017 (α = .05/3) to compare probabilities 
between each pair of conditions. There was no signifi-
cant difference between the probabilities in the coun-
terfactual and the causal conditions for the looks that 
differed significantly between conditions. However, the 
looking pattern differed between those two conditions 
and the outcome condition. As predicted, participants 
in the counterfactual and causal conditions were more 
likely to make counterfactual looks to where ball B 
would have gone (B counterfactual look) than were 
participants in the outcome condition, t(27) = 5.33, p < 
.001, d = 2.85, and t(27) = 4.94, p < .001, d = 2.26, 
respectively. Furthermore, compared with participants 
in the outcome condition, participants in the counter-
factual and causal conditions were more likely to pre-
dict where ball A would go (A prediction), t(27) = 3.14, 
p = .004, d = 1.57, and t(27) = 3.08, p = .005, d = 1.50, 
respectively. The finding that participants were more 
likely to predict where ball A would go in the counter-
factual and causal conditions is likely due to the fact 
that ball A’s actual path after the collision overlapped 
with ball B’s counterfactual path in many of the clips 
(ball A’s postcollision paths can be extrapolated from 
Fig. 1). Thus, the HMM assigned some probability to 
predictive looks to ball A when participants may have 
been making counterfactual looks to ball B (and vice 
versa; cf. Fig. 4b).

Relationship between eye movements 
and causal judgments

The counterfactual simulation model predicts that par-
ticipants make causal judgments by comparing what 
actually happened with what would have happened if 
the candidate cause had been removed from the scene. 
In the previous section, we reported that participants 
in the causal condition looked significantly more at 
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where ball B would have gone if ball A had not been 
present than did participants in the outcome condition. 
In this section, we focus on the relationship between 
individual participants’ eye movements and their causal 
judgments. The counterfactual simulation model pre-
dicts that participants’ causal judgments should be more 
extreme in situations in which the outcome in the rel-
evant counterfactual situation is clear compared with 

situations in which what would have happened is less 
clear (cf. the left and right columns in Fig. 2b with the 
middle column). If participants were motivated to 
assess whether ball A made a difference to whether ball 
B went through the gate, they would also likely have 
made more counterfactual looks to where ball B would 
have gone when the counterfactual outcome was 
unclear than when it was clear. Thus, the model 
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Fig. 4.  Illustration of how the hidden Markov model (HMM) dynamically classified participants’ eye movements and 
results of this analysis. The images in (a) and (b) illustrate, for Clip 4, where in the scene a participant’s gaze would be 
expected to be if the participant looked directly at ball A or B, predicted where ball A or B would be, or simulated the 
counterfactual of where ball A or B would be if the other ball had not been present in the scene. The two images show 
how the classification regions changed dynamically as the clip progressed from an earlier time point to a later time point. 
For the gaze position in (a), the HMM assigned a high probability that the participant was looking at where ball B would 
have gone if ball A had not been present in the scene (B counterfactual look). For the gaze position in (b), the HMM 
assigned some probability that the participant was predicting where ball B would go (B prediction) and some probability 
that the participant was looking at where ball B currently was (B look). The bar graph (c) shows the probability of each 
type of look in each experimental condition, averaged over all participants and clips. The data bars for counterfactual 
looks to B are highlighted by a thick outline. Error bars indicate bootstrapped 95% confidence intervals.
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predicted a relationship between counterfactual looks 
and certainty in causal judgments. The more uncertain 
the counterfactual outcome was, the more we expected 
participants to look at whether ball B would have gone 
through the gate had ball A not been present, and the 
less extreme we expected their causal judgments to be.

Indeed, the probability that participants made coun-
terfactual looks to ball B (as determined by the HMM 
model) differed significantly as a function of how close 
the counterfactual outcome would have been, F(2, 18) = 
9.50, p = .002, ηp

2 = .51. Participants were more likely to 
make counterfactual looks to ball B when the outcome 
would have been close than when ball B would have 
clearly missed the gate, t(18) = −3.37, p = .003, d = 0.82, 
or clearly gone through, t(18) = 4.08, p = .001, d = 1.05. 
And, as predicted, there was a negative correlation 
between the overall probability per clip that participants 
looked at where ball B would have gone and the certainty 
in their causal judgment, r = −.31, p < .001. The more 
participants made counterfactual looks to ball B, the less 
extreme their causal judgment was.

Another way of assessing the relationship between 
eye movements and causal judgments is by looking at 
how well the counterfactual simulation model explains 
participants’ causal judgments as a function of their 
looking patterns. Specifically, we expected the model 
to predict participants’ causal judgments well only to 
the extent that they actually engaged in counterfactual 
simulations. To test whether this was the case, we first 
calculated how well the counterfactual simulation 
model fitted each participant’s causal judgments. We 
then looked at the relationship between each partici-
pant’s model fit and the extent to which he or she 
engaged in counterfactual simulation (again, as deter-
mined by the HMM). As predicted, the causal judgments 
of participants who made more counterfactual looks 
were better explained by the counterfactual simulation 
model, r = .79, p = .007.

General Discussion

When participants watch dynamic collision events 
unfold, they look at what happens and anticipate what 
will happen in the near future. Participants who are 
asked to make causal judgments do more than that: 
They use their intuitive understanding of physics to 
mentally simulate what would have happened if the 
candidate cause had been removed from the scene. In 
our paradigm, participants extrapolated the target ball’s 
counterfactual motion path in an attempt to establish 
whether the candidate cause made a difference to the 
outcome. Would the target ball have gone through the 
gate even if the candidate cause had not been there? 
The more certain participants were that the counterfac-
tual outcome would have been different from the actual 

outcome, the more they agreed with the statement that 
one ball caused the other to go through the gate, or 
prevented it from going through.

Although the claim that counterfactual reasoning and 
causal judgments are related is not new, our results 
demonstrate, for the first time, how close this relation-
ship actually is. First, as predicted by the counterfactual 
simulation model, there was a very high quantitative 
correspondence between participants’ counterfactual 
judgments in one condition and participants’ causal 
judgments in another condition (cf. Gerstenberg et al., 
2012, 2014). Second, by tracking participants’ eye move-
ments, we saw that participants in the causal condition 
spontaneously anticipated where the target ball would 
have gone in the counterfactual situation in which the 
candidate cause was absent. These counterfactual looks 
happened much less frequently when participants were 
asked to evaluate the actual outcome (for additional 
evidence of task-related effects on eye movements, see 
Castelhano, Mack, & Henderson, 2009; Peterson & 
Eckstein, 2012). Overall, we found a remarkable similar-
ity in looking patterns between the causal and coun-
terfactual conditions, and a very different pattern of 
looks in the outcome condition (see Figs. 3 and 4).

But do our results really demonstrate counterfactual 
simulation? The finding that participants’ eye move-
ments were extremely similar in the causal and coun-
terfactual conditions suggests that participants in these 
two conditions may have engaged similar cognitive 
processes. However, as mentioned earlier, participants 
in the causal condition often tried to simulate where 
ball B would go before the two balls collided. One 
might argue that participants’ eye movements are thus 
better characterized as future-directed hypothetical 
simulations than as counterfactual simulations. We 
believe that these eye movements can be understood 
as counterfactual simulations, and indeed may have 
been the best means participants had to judge the rel-
evant counterfactual probabilities. Note that partici-
pants could answer the causal question only after the 
outcome had actually occurred. By simulating the out-
come on-line, rather than waiting until the end of the 
clip, participants were better able to acquire the infor-
mation they needed in order to answer the causal ques-
tion they would be asked later. At that later point, the 
relevant information they had computed earlier pro-
vided the counterfactual contrast they needed in order 
to make their causal judgment. It is plausible that par-
ticipants continued to mentally simulate what would 
have happened even after having seen a clip.

How do the results of our experiment speak to the 
debate about whether causal judgments are better 
explained by process theories or counterfactual theo-
ries? Our results show that the counterfactual simulation 
model adequately captures people’s causal judgments, 
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and we have shown in other work that this kind of 
simulation forms a necessary component of people’s 
causal judgments (Gerstenberg et al., 2014). But we also 
know from previous work that a simple counterfactual 
contrast between what actually happened and what 
would have happened if the candidate cause had not 
been present is not sufficient (Gerstenberg & Lagnado, 
2010; Halpern, 2016; Lagnado, Gerstenberg, & Zultan, 
2013; Wolff, 2007; Zultan, Gerstenberg, & Lagnado, 
2012). Many outcomes, such as the outcomes of elec-
tions, are causally overdetermined, so that the absence 
of an individual cause would not have made a differ-
ence to the outcome.

The situations we have focused on here featured a 
single candidate cause. Cases with multiple candidate 
causes have been especially challenging for simple 
counterfactual accounts (Paul & Hall, 2013; Walsh & 
Sloman, 2011). In other work (Gerstenberg, Goodman, 
Lagnado, & Tenenbaum, 2015, 2017), we have shown 
how people’s causal judgments in more complex set-
tings that involve multiple candidate causes can be 
explained by considering not only whether the out-
come would have been different if the cause had been 
absent, but also how the outcome actually came about. 
Whereas counterfactual theories have traditionally 
focused on the whether, and process theories have 
focused on the how, we have shown that counterfactual 
theories can capture both aspects of causation by con-
sidering not only what would have happened if the 
cause had been absent, but also what would have 
happened if the cause had been slightly perturbed (cf. 
Woodward, 2011).

Conclusion

Psychologists have long argued that counterfactual 
thoughts play an important role in how people make 
sense of the world. Although we all have a rich inner 
experience with counterfactual thoughts, this study is 
the first to show direct evidence for spontaneous coun-
terfactual simulation as it happened. When asked to 
make causal judgments, people compare what actually 
happened with their mental simulation of what would 
have happened if the candidate cause had not been 
present.
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Notes

1. We would have also been able to use the predictions of 
the approximate physics simulation model, which captures par-
ticipants’ counterfactual judgments, to get the counterfactual 
probabilities required by the counterfactual simulation model 
as detailed in Equation 1. However, because we asked par-
ticipants in the counterfactual condition to judge whether they 
thought ball B would have gone through the gate if ball A 
had not been present in the scene, we instead directly mapped 
these ratings onto participants’ prevention judgments for the 
clips in which ball B missed the gate. The model predicts that 
prevention judgments should increase the more certain par-
ticipants are that ball B would have gone through the gate. To 
predict participants’ causal judgments for situations in which 
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ball B went through the gate, we subtracted participants’ coun-
terfactual judgments in these situations from 100 (the maxi-
mum of the scale) to capture their belief that ball B would have 
missed the gate if ball A had not been present. Participants’ 
causal judgments when ball B went through the gate were pre-
dicted to increase the more certain they were that B would have 
missed the gate if ball A had not been present. More generally, 
whereas the approximate physics simulation model yields the 
probability of a particular counterfactual outcome, the counter-
factual simulation model of causal judgment captures whether 
the counterfactual outcome would have been different from 
what actually happened.
2. Because of a misunderstanding, in the initial protocol under 
which this experiment was run, the use of the eye tracker was 
not approved by the university’s institutional review board 
(IRB) and was not mentioned in the approved consent form 
signed by participants. Retrospectively, the IRB acknowledged 
that participants had given verbal consent for use of the eye 
tracker before beginning the experiment and approved the eye-
tracking data for inclusion in this publication.
3. Note that for all three conditions, we used a linear transfor-
mation (α0 + α1 × prediction) to map the model’s predictions 
onto participants’ response scale.
4. Example videos of participants’ eye movements in the coun-
terfactual (Video S1), causal (Video S2), and outcome (Video 
S3) conditions are provided in the Supplemental Material avail-
able online. Note that the videos play at half speed.
5. Details about how the model was implemented may be found 
in the Supplemental Appendix, in the Supplemental Material 
available online. An example video (Video S4) shows how the 
model classified a participant’s eye movements. Note that the 
video plays at one-third speed.
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