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Abstract  
Rapoport and Budescu (1992) showed that despite subjects’ failure to generate random sequences under explicit instructions, they were able to generate more random sequences when engaging in competitive games like Matching Pennies. Why people were able to correct their distorted sense of randomness in competitive games remains unclear. Therefore, I explored two probabilistic models to answer this question. The first one is the Coin-Weight Model, which assumes that subjects predict their competitor’s choices by implicitly assuming that their competitors intended to generate binary sequences that simulated the outcome of tossing an unbiased coin. The second one is the Markov model, which assumes that subjects believed that their competitors intended to generate sequences that simulated the outcome of a generating process with transition probability equal to 0.5. I found that both the Coin-Weight Model and Markov Model are able to characterize the calibrated subjective randomness in Dyad condition (playing Matching Pennies), but the Markov Model is better than Coin-Weight Model in explaining the Single condition, in which subjects were paired to play Matching Pennies but needed to specify their choice sequences in advance. The current study suggests that the calibrated subjective randomness in competitive games can be simulated by probabilistic models that combine the on-line evaluation of sequence randomness and Theory-of-Mind reasoning.  
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Introduction  
Previous studies showed that people are relatively poor at generating random sequences (Bakan, 1960). However, people are able to generate more random sequences when feedbacks are available (Neuringer, 1986), like in competitive games (Rapoport & Budescu, 1992). Many theories have been proposed to account for subjects’ failure to generate random sequences under explicit instructions (Griffiths & Tenenbaum, 2003), but few of them explain why feedbacks in competitive games help people generate more random sequences. In the current study, I will extend a previous computational model developed by Griffiths and Tenenbaum and also explore a possible Markov Model to provide a plausible explanation for the calibrated subjective randomness in competitive games.  
The specific phenomenon I am interested in is people’s behavior in a competitive game called matching pennies. In this game, two agents A and B each makes a binary choice (e.g., 0 or 1) secretly. A (“matcher”) wins if their choices are the same and B (“non-matcher”) wins if their choices are different. Mathematically, it can be proved that the optimal strategy is to choose the two alternatives with equal probability. Rapoport and Budescu found that people are much better in generating random sequences when involving in such competitive game.  

There were 3 conditions in their experiment: Dyad Condition, in which individual subjects were paired to form dyads and each of them played 150 rounds of the matching pennies game; Single Condition, in which everything is the same as in condition D except that the paired dyads were asked to specify their choices in advance for the 150 rounds and were told that the responses would be matched on a trial-by-trial basis to determine the winner; Randomization Condition, in which subjects participated individually and were instructed to generate a sequence of 150 random binary responses to simulate the outcome of tossing an unbiased coin.  
The key results I want to model are the patterns of sequential dependencies, i.e., the distributions of successive k-tuples (k = 2, 3, 4) were not uniform as expected under a “true” random generating process. The authors calculated the frequencies of k-tuples (e.g., 3-tuple [0 1 1], 4-tuple [0 0 0 0]), and found that in Randomization Condition, subjects were more likely to generate [0 1 0 1] and [1 0 1 0] than [0 0 0 0] and [1 1 1 1]. Therefore, they used two statistics to indicate the extent to which the distributions deviate from the outcome of a random generating process: the mean absolute deviation (MAD) from expectation and the standard deviation of the observed proportions around their expectation (SD). They are defined as:  

\[ \text{MAD} = \sum_{j=1}^{2^k} |p_j - 1/2^k|/2^k, \quad k = 2, 3, 4. \]  

\[ \text{SD} = \sum_{j=1}^{2^k} [(p_j - 1/2^k)^2/(2^k - 1)]^{1/2}, \quad k = 2, 3, 4. \]  

Here \( p_j \) stands for the probability of individual k-tuples. They found that MAD and SD in Randomization Condition were the biggest, followed by Single Condition, and the ones in Dyad Condition were the smallest. In other words, Randomization Condition deviated the most from the expected uniform distribution and the Dyad Condition was the closest. Griffiths and Tenenbaum extended the idea that people may attempt to generate sequences that are more “representative” of the output of a random process (Kahneman & Tversky, 1974) and built a computational model explaining the deviation from expectation of subjective randomness (Griffiths & Tenenbaum, 2001). I will first reproduce their model to characterize the biases found in Randomization Condition. Then I will extend their model to simulate Dyad Condition and Single Condition. My hypothesis is that people...
use Theory-of-Mind reasoning in these two conditions. In Dyad Condition, subjects will use their competitors' previous choices to predict their choice in the current trial, assuming that their competitors intended to generate more "representative" sequences of random process, then they will generate their response accordingly. In Single Condition, subjects would first generate some random choices in their mind, then they would consider that their competitor knew what kind of sequences they are more likely to generate, so they will adjust accordingly. In addition, their own desire to generate random sequences also influenced their choices.

In addition, I also explored an alternative model, the Markov Model, to simulate the three conditions and compare it with the Coin-Weight Model.

**Coin-Weight Model**

**Model Description**

**Modeling the Randomization Condition.** For Randomization Condition, it is the same scenario as described in Griffiths and Tenenbaum’s paper. To implement their idea, I combined two Church models, "Randomness Judgements" and "a Communication Game" (Shafto, Goodman, & Frank, 2012). The model assumes that when the subjects were instructed to generate a random sequence, they tried to show the experimenter that the "weight of the coin" was unbiased. This would result in generating sequences that are more representative of a random sequence, such as [0 1 0]. We denote a sequence of length $k$ by $S_k$, which can be viewed as a random variable, and a specific instance of it to be $s_k$ ($k = 2, 3, 4$). For instance, $S_3$ can take values like [0 1 0]. I obtained the probability of $P(S_k = s_k)$ by assuming that the subjects attempted to convince the experimenter that the sequence was randomly generated (Figure 1). The Church model returns the probability of specific $k$-tuples in Randomization condition such as $P(S_2 = [01])$. A complete collection of the codes implementing models in this paper can be found at https://web.stanford.edu/~xfyuan/psych204Code.

**Modeling the Dyad Condition** For Dyad Condition, the model assumes that subjects would generate responses based on the previous choices made by their competitors and themselves. He would first mentally simulate different alternatives (0 or 1) his competitor might choose in the current trial, and then combine his competitor’s previous responses with the current possible responses. He would predict his competitor’s current response according to the probability that the combined sequence is judged as random. Mathematically, the probability to choose 0 given the previous responses can be calculated according to equation 1.

$$P(R_k = 0 | S_{k-1} = s_{k-1}) = \frac{P(R_k = 0 | S_{k-1} = s_{k-1})}{P(R_k = 0 | S_{k-1} = s_{k-1}) + P(R_k = 1 | S_{k-1} = s_{k-1})}$$

$$= \frac{P(R_k = 0 \land S_{k-1} = s_{k-1}) + P(R_k = 1 \land S_{k-1} = s_{k-1})}{P(S_k = (s_{k-1}, 0)) + P(S_k = (s_{k-1}, 1))}$$

With equation 1 and the probability $P(S_k = s_k)$ derived in Randomization Condition we can compute $P(R_k = 0 | S_{k-1} = s_{k-1})$. For instance, assuming that a player’s most recent two choices are 0 and 1. The probability that he would choose 0 in the current trial is given by:

$$P(R_3 = 0 | S_2 = [01]) = \frac{P(R_3 = 0 | S_2 = [01])}{P(R_3 = 0 | S_2 = [01]) + P(R_3 = 1 | S_2 = [01])}$$

$$= \frac{P(R_3 = 0 \land S_2 = [01]) + P(R_3 = 1 \land S_2 = [01])}{P(S_3 = ([01], 0)) + P(S_3 = ([01], 1))}$$

Figure 1: The Church Codes of the Coin-Weight Model for Randomization Condition.
opposite response. In addition, he also cared about whether he himself was generating random sequences. There is a weight term w capturing how subjects integrate these two concerns. The larger the w, the more subjects integrate their competitors’ potential choice. In the simulation below, the value of w is set to 0.6. To summarize, the probability to choose 0 given previous responses for a matcher is:

$$P(R_k^M = 0| S_{k-1}^M = s_{k-1}^M \land S_{k-1}^{NM} = s_{k-1}^{NM}) = w \cdot P(R_k^{NM} = 0| S_{k-1}^{NM} = s_{k-1}^{NM}) + (1-w) \cdot P(R_k^M = 0| S_{k-1}^M = s_{k-1}^M),$$

(3)

and a non-matcher:

$$P(R_k^{NM} = 0| S_{k-1}^M = s_{k-1}^M \land S_{k-1}^{NM} = s_{k-1}^{NM}) = w \cdot P(R_k^M = 1| S_{k-1}^M = s_{k-1}^M) + (1-w) \cdot P(R_k^{NM} = 0| S_{k-1}^{NM} = s_{k-1}^{NM}),$$

(4)

Using a concrete example to illustrate how equation 5 and 6 should be applied, we assume that the most recent two choices made by the matcher is 0 and 1, and those two made by the non-matcher is 1 and 1. The probability to choose 0 as a matcher given his and his competitor’s previous responses is:

$$P(R_3^M = 0| S_2^M = [01] \land S_2^{NM} = [11]) = w \cdot P(R_3^{NM} = 0| S_2^{NM} = [11]) + (1-w) \cdot P(R_3^M = 0| S_2^M = [01]).$$

(5)

and as a non-matcher:

$$P(R_3^{NM} = 0| S_2^M = [01] \land S_2^{NM} = [11]) = w \cdot P(R_3^M = 1| S_2^M = [01]) + (1-w) \cdot P(R_3^{NM} = 0| S_2^{NM} = [11]).$$

(6)

The exact value of equation 5 and 6 can be obtained from equation 1. With those probabilities, I calculated the distribution of all the possible k-tuples and compared the model prediction with the empirical data.

**Modeling the Single Condition** For Single Condition, the model assumes that subjects would generate the response based on the previous choices made by themselves. For the matchers, they attempted to generate random sequences and they knew their competitors also intended to generate random sequences. To match their competitors’ responses, they did not need to correct their biased subjective randomness. However, for non-matchers, they knew their competitors intended to generate random sequences, so their intention to generate random sequences would be suppressed. The weight term for their competitors’ perspective is the same w as in Dyad Condition. Mathematically, the probability to choose 0 given previous responses as a matcher is given by equation 7

$$P(R_k^M = 0| S_{k-1}^M = s_{k-1}^M) = w \cdot P(R_k^{NM} = 0| S_{k-1}^{NM} = s_{k-1}^{NM}) + (1-w) \cdot P(R_k^M = 0| S_{k-1}^M = s_{k-1}^M),$$

(7)

and as a non-matcher:

$$P(R_k^{NM} = 0| S_{k-1}^M = s_{k-1}^M \land S_{k-1}^{NM} = s_{k-1}^{NM}) = w \cdot P(R_k^M = 1| S_{k-1}^M = s_{k-1}^M) + (1-w) \cdot P(R_k^{NM} = 0| S_{k-1}^{NM} = s_{k-1}^{NM}).$$

(8)

Notice that in both equations, the subjects only had access to their own previous responses. The value of weight w was assumed equal to the one in Dyad Condition.

**Preliminary Results of the Coin-Weight Model**

**Randomization Condition** Figure 2 Left shows that the model fits the data well, $R^2 = 0.98, p < 0.001$. Figure 3 Middle shows that the model successfully captures the observation that some tuples like (0 0 0 0) are less likely to be generated than some other tuples like (0 1 1 0).

**Dyad Condition** Although in the Dyad Condition we have different formulae for matchers and non-matchers, the results showed that the distributions of k-tuples are the same. Therefore, I collapsed these two cases (Figure 4 Middle).
have higher probabilities. It is very hard for the Coin-Weight Model to reconcile this conflict. Rapoport and Budescu also mentioned in their paper that although the results of Randomization Condition resembled Dyad Condition (the biased subjective randomness was calibrated), it did not imply participants used the same strategy. They further calculated the numbers of alternations in each condition, and found a much higher variance between participants in Single Condition, with a large minority generating sequences with either too many or too few alternations. To capture this finding, I explored an alternative model, the Markov Model, which assumes that each participants generated the binary sequence with an internal transition probability, i.e., $P(R_k \neq R_{k-1})$. I next explain how this model simulates each condition in the current experiment.

**Model Description**

**Modeling the Randomization Condition** Similar to the Coin-Weight model, the Markov Model assumes that the subjects tried to convince the experimenter that their sequences were generated by a random process. However, the definition they used for “a random process” is not “tossing an unbiased coin”, but a generative process with transition probability of 0.5. If there is some bias in the generating process, the transition probability should be less than 0.5, resulting in more sequences with fewer alternation like $[0 \ 0 \ 0 \ 0]$ and $[1 \ 1 \ 1 \ 1]$. As in the Coin-Weight Model, we denote the a sequence of length $k$ to be $S_k$ and a specific instance of it to be $s_k$ ($k = 2, 3, 4$). Using the enumeration-query in Church, I obtained the probability of $P(S_k = s_k)$ given that the subject attempted to convince the experimenter that the transition probability of the underlying generative process equals to 0.5.

**Modeling the Dyad Condition** For Dyad Condition, the Markov model is very similar to the Coin-Weight Model. It assumes that subjects believed that their competitors intended to generate sequences that simulated the outcome of a generative process with transition probability of 0.5. Therefore, they used their competitors’ previous choices to predict their current choice and acted accordingly. Also, they needed to balance this Theory-of-Mind reasoning with their own desire to generate sequences that simulate the outcome of a generative process with transition probability of 0.5. Mathematically, the probability to choose 0 given the previous responses can be calculated using the same formula 1, but now $P(S_k = s_k)$ was obtained by the predictions of Markov Model for the Randomization Condition. We can then use formulae 5 and 6 to calculate the probability to choose 0 as a matcher and a non-matcher given their and their competitors’ previous responses. In addition, since the Markov Model and the Coin-Weight have different assumptions, there is no reason that the weight term $w$ assigned to the Theory-of-Mind reasoning should be equal in these two models. Therefore, $w$ was set to 0.2 in the Markov Model to fit the data.
Modeling the Single Condition As mentioned before, subjects’ strategy in the Randomization Condition might be very different from the Dyad Condition. To capture the observation that there was a large minority generating sequences with either too many or too few alternations, I assume that there is uncertainty about subjects’ transition probabilities and I estimate the posterior distribution of different transition probabilities conditioning on the data. Three levels of transition probability were used, i.e., low(0.25), medium(0.5) and high(0.75). The model first assumes a flat prior on the distributions of these three transition probabilities, then it generates 4-tuples according to these transition probabilities. Conditioning on the empirical distribution of different 4-tuples, the model learned the posterior distribution of these three transition probabilities. Finally, the model makes predictions by sampling the transition probability from its posterior to generate k-tuples. See online codes for more details.

Preliminary Results of Markov Model

Randomization Condition Figure 6 Left shows that the model fits the data well, $R^2 = 0.95$, $p < 0.001$. Figure 3 Right shows that the model successfully captures the observation that some tuples like [0 0 0 0] are less likely to be generated than some other tuples like [0 1 1 0], but the Markov Model does not show any advantage over the Coin-Weight Model.

Dyad Condition Although in the Dyad Condition we have different formulæ for matchers and non-matchers, the results showed that the distributions of k-tuples are the same. Therefore, I collapsed these two cases (Figure 4 Right). The model predictions are well aligned with the empirical data (Figure 6 Middel), $R^2 = 0.99$, $p < 0.001$. Critically, it predicts that subjects’ biased subjective randomness should be partially corrected (see the MAD and SD section).

Single Condition The estimated posterior distribution of the transition probability is $p_{\text{low}} = 0.34, p_{\text{medium}} = 0.31, p_{\text{high}} = 0.35$. The model prediction generated according to this posterior distribution fits the data well (Figure 6 Right), $R^2 = 0.98$, $p < 0.001$. Critically, it captures the findings that both sequences that are more representative of the outcome of tossing an unbiased coin (e.g., [0 1 0 1]) and the less representative ones (e.g., [0 0 0 0]) have higher probabilities, because the probability to have a low transition rate and a high transition rate are both higher than the medium transition rate 0.5.

Model Comparison From the correlation plot we see that Markov Model seems to fit the data better than the Coin-Weight Model. However, since these two models have different assumptions, traditional statistical tests for model comparison are not applicable. Therefore, I used a R package called “cocor” to directly compare the correlations between the empirical data and model predictions of these two models (Diedenhofen & Musch, 2014). The results of all tests lead to the convergent conclusion that the difference between the two correlations $r_{cw}$ and $r_{m}$ is significant, and the null hypothesis should be rejected, $p < .001$. In other words, the Markov Model provides a better fit to the data than the Coin-Weight Model. Therefore, in the following section, I only presented the MAD and SD calculated from the predictions of the Markov Model.

MAD and SD Compared with the data, the model predicts the same qualitative results for MAD and SD of the three conditions (Table 1 and 2), i.e., Randomization Condition has the largest deviation and Dyad Condition has the smallest ones. This suggests that the Markov Model successfully captures the less biased subjective randomness in Dyad Condition.

Discussion

In the current paper, I explored two probabilistic models to explain the calibrated subjected randomness in Matching
Pennies game as reported in Rapoport and Budescu (1992). I found that although both the Coin-Weight Model and Markov Model are able to capture the calibrated subject randomness in Dyad condition as compared to Randomization Condition, the Markov Model is better than the Coin-Weight Model in explaining the Single Condition. The current modeling study reveals several key properties of human subjective randomness.

First of all, why the Markov Model is better than the Coin-Weight Model in explaining the Single Condition? The reason might be that the transition probability of a generative process is more mentally accessible than "the weight of the coin". When people attempt to generate random sequences, it might be easier to keep track of the transition probability and make sure it approximates 0.5 than to constantly check whether one of the binary responses is made more often than the other. In short, transition probability might be a more convenient heuristic than "the weight of the coin" in evaluating the randomness of sequences.

In addition, it is worth noting that although the Markov Model for Single Condition fits the data relatively well, it is essentially a descriptive model. Therefore, it is fundamentally different from the Coin-Weight Model and the Markov Model for Dyad Condition and Randomization Condition, which are more like mechanistic models. To be specific, the Markov Model for Single Condition estimates the posterior of different transition probabilities by fitting the data, so it does not give any explanation why people have such posterior. By contrast, the Coin-Weight Model and the Markov Model for Randomization Condition assume that subjects generate binary sequences to convince the experimenter that the sequences were generated by a random process, and the resulted distributions of k-tuples naturally exhibit patterns consistent with the data. These two models do not explicitly assume that subjects will generate sequences that are more representative of a random sequence. Instead, this phenomenon spontaneously emerges when subjects try to convince the experimenter that the sequences were randomly generated. Future work is needed to understand the mechanisms underlying the bimodal posterior distribution of different transition probabilities revealed by the Markov Model for Single Condition.

Also, the two models include several parameters that are predetermined. Ideally, they should be estimated using Bayesian data analysis. The critical parameters include the weight $w_1$ assigned to the Theory-of-Mind reasoning in the Coin-Weight Model, the weight $w_2$ in the Markov Model for Dyad Condition, and the range of prior transition probability, which is set to be $[0.25, 0.75]$ in the current simulation. The model might be further improved when we estimate the parameters using the data.

Besides, both the Coin-Weight Model and the Markov Model assume that subjects are rational agents and they use the optimal strategy, i.e., generating binary responses as randomly as possible. Therefore, the models cannot predict a player’s behavior when his competitor does not use the optimal strategy. For example, if matcher "A" plays with a person who chooses "0" far more often than "1", A would quickly notice it and choosing "0" more (or always). However, the two models in the current study is not able to predict that because the assumption that the other agent intends to generate random sequences is "hardwared". In this case, more complicated algorithm such as reinforcement learning might be more suitable to simulate the task (Lee, Conroy, McGreevy, & Barraclough, 2004), and it is worth comparing the assumptions and predictions of the current probabilistic approach with previous reinforcement learning approach.

In summary, the current study provides a new computational perspective for interpreting the behavioral data of subjective randomness in competitive games and sheds light on the mechanisms underlying the generation of random sequences when feedback is available.
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